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**基于PCA和LDA融合的阿尔茨海默病分类算法**

杨晨晖![](data:image/x-wmf;base64,183GmgAAAAAAAPYAEQLsCQAAAAAaXAEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AHgABIAAAAmBg8AGgD/////AAAQAAAA8P///7f////QAAAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNN3dAkTp36C9mlAQAAAAtAQAACAAAADIK9AAvAAEAAAAqeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAADoL2aUAAAKADgAigEAAAAA/////wTmEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，余传健

（厦门大学信息科学与技术学院，福建 厦门 361005）

**摘要**：在阿尔茨海默病( Alzheimer's disease，AD)诊断方法中，通过对脑图像分析已成为准确诊断的一种重要手段。针对从单一脑图像模态MRI中提取的特征,提出了一种基于主成分分析（PCA）和线性鉴别分析（LDA）融合的AD分类识别算法。该方法首先对从磁共振图像(MRI)图像中获取的特征进行主成分分析，其次对低维的特征进行线性鉴别分析获取组合特征向量，最后采用最邻近算法，利用获取的组合特征向量对未知状态类型进行分类识别。实验表明，该算法与其他相关算法相比，具有较高的识别准确率、敏感性、特异性，这说明了算法的有效性。
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阿尔茨海默病( Alzheimer's disease，AD) 又称原发性老年痴呆症，是致死性神经退行性疾病之一，主要表现为认知和记忆能力降低![](data:image/x-wmf;base64,183GmgAAAAAAAIQBEQLsCQAAAABoXQEACQAAA60AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AFgARIAAAAmBg8AGgD/////AAAQAAAA8P///7f///9QAQAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AqOQSABeNN3dAkTp3xBhmAAQAAAAtAQAACAAAADIK9ADaAAEAAABdeQgAAAAyCvQAbwABAAAAMXkIAAAAMgr0ACsAAQAAAFt5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAMQYZgAAAAoAOACKAQAAAAD/////lOYSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)。阿尔茨海默病由于发病时间较晚，而且不显示特异性指标，在发病早期很容易被忽视，而当被确诊时已经到了晚期，错过最佳的治疗时期。因此，对阿尔茨海默症的早期诊断研究是非常重要的。

近期，随着计算机学科的发展，阿尔茨海默病相关研究工作得到了巨大的发展，许多机器学习和模式分类方法广泛应用在AD/MCI医学图像分析。早期的阿尔茨海默病研究主要集中在从单一的医学图像模态，如磁共振图像(MRI)![](data:image/x-wmf;base64,183GmgAAAAAAACIEEQLsCQAAAADOWAEACQAAA80AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AHAAxIAAAAmBg8AGgD/////AAAQAAAA8P///7f///+wAwAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNNnZAkTl2oRJmCQQAAAAtAQAACAAAADIK9AA6AwEAAABdeQgAAAAyCvQAvgIBAAAANHkIAAAAMgr0ABgCAgAAAF1bCAAAADIK9ACjAQEAAAAzWwgAAAAyCvQABAECAAAAXVsIAAAAMgr0AIgAAQAAADJbCAAAADIK9AArAAEAAABbWwoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAChEmYJAAAKADgAigEAAAAA/////wTmEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)和氟脱氧葡萄糖-正电子发射断层扫描（FDG-PET）![](data:image/x-wmf;base64,183GmgAAAAAAAOQCEQLsCQAAAAAIXgEACQAAA70AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGgAhIAAAAmBg8AGgD/////AAAQAAAA8P///7f///+QAgAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNNnZAkTl2RRRmZwQAAAAtAQAACAAAADIK9AAYAgEAAABdeQgAAAAyCvQAnAEBAAAANnkIAAAAMgr0APoAAgAAAF1bCAAAADIK9ACBAAEAAAA1WwgAAAAyCvQAKwABAAAAW1sKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAARRRmZwAACgA4AIoBAAAAAP////8E5hIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)，提取特征(基于感兴趣区域(ROI)或体素)进行疾病分类。2008年，He等![](data:image/x-wmf;base64,183GmgAAAAAAAKcBEQLsCQAAAABLXQEACQAAA60AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGAARIAAAAmBg8AGgD/////AAAQAAAA8P///7f///9wAQAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNNnZAkTl2tRxmNgQAAAAtAQAACAAAADIK9AAEAQEAAABdeQgAAAAyCvQAhAABAAAAN3kIAAAAMgr0ACsAAQAAAFt5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AALUcZjYAAAoAOACKAQAAAAD/////BOYSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)首次利用MRI计算出AD患者的大脑皮层厚度，从而构建了他们的脑部结构网络。从脑连接科学的角度经过对该网络的定性、定量分析，发现它们与正常对照组相比，全脑的结构与功能、大脑的局部脑区、脑区与脑区之间的连接等均存在异常。同年，Querbes等![](data:image/x-wmf;base64,183GmgAAAAAAAKcBEQLsCQAAAABLXQEACQAAA60AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGAARIAAAAmBg8AGgD/////AAAQAAAA8P///7f///9wAQAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNNnZAkTl2dhpmUQQAAAAtAQAACAAAADIK9AD2AAEAAABdeQgAAAAyCvQAfQABAAAAOHkIAAAAMgr0ACsAAQAAAFt5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAHYaZlEAAAoAOACKAQAAAAD/////BOYSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)利用计算出的大脑皮层厚度，以单个脑图像个体为单位建立大脑皮层厚度图谱，从图谱提取厚度特征进行分类。2014年，杨文璐等![](data:image/x-wmf;base64,183GmgAAAAAAAKcBEQLsCQAAAABLXQEACQAAA60AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGAARIAAAAmBg8AGgD/////AAAQAAAA8P///7f///9wAQAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNNnZAkTl2VBlmQgQAAAAtAQAACAAAADIK9AD9AAEAAABdeQgAAAAyCvQAgQABAAAAOXkIAAAAMgr0ACsAAQAAAFt5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAFQZZkIAAAoAOACKAQAAAAD/////BOYSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)利用MRI分割出海马体，再利用独立成分分析提取海马体表面形态学特征实现阿尔茨海默症的分类。近年来，随着越来越多的示踪剂被发现，PET图像逐渐显示出在AD诊断预测方面的优势。Silveira![](data:image/x-wmf;base64,183GmgAAAAAAABECEQLsCQAAAAD9XgEACQAAA60AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AHgARIAAAAmBg8AGgD/////AAAQAAAA8P///7f////QAQAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNNnZAkTl2hhZmWAQAAAAtAQAACAAAADIK9ABbAQEAAABdeQgAAAAyCvQAbwACAAAAMTAIAAAAMgr0ACsAAQAAAFswCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAIYWZlgAAAoAOACKAQAAAAD/////BOYSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)计算FDG-PET的体素值，使用boosting算法得出了90.97%的AD诊断率和79.63% 的MCI诊断率。Shen将PET图像视为一个矩阵，使用PCA降维方法做特征选择，不考虑图像本身的医学信息，在2015年的大脑图像处理顶级会议IPMI上发表![](data:image/x-wmf;base64,183GmgAAAAAAABECEQLsCQAAAAD9XgEACQAAA60AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AHgARIAAAAmBg8AGgD/////AAAQAAAA8P///7f////QAQAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNNnZAkTl2axpmsAQAAAAtAQAACAAAADIK9ABKAQEAAABdeQgAAAAyCvQAbwACAAAAMTEIAAAAMgr0ACsAAQAAAFsxCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAGsaZrAAAAoAOACKAQAAAAD/////BOYSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)。

阿尔茨海默病的发展过程会经过三种状态：正常（Normal Control,NC)、轻度认知障碍（Mild Cognitive Impairment,MCI)、阿尔茨海默病( Alzheimer's disease，AD)。另外，轻度认知障碍在一段时间后可能转换成正常状态，也可能转换成阿尔茨海默病，所以MCI可以分为MCI-NC（转换成正常）、MCI-C（转换成阿尔茨海默病）。在本文的实验，我们采用四种状态：NC、AD、MCI-NC、MCI-C，后面两种状态统称为MCI。

**1 基于PCA的分类算法**

PCA (Principal Component Analysis)即主成分分析技术,旨在利用降维的思想，将原始高维空间样本投影至低维空间![](data:image/x-wmf;base64,183GmgAAAAAAABECEQLsCQAAAAD9XgEACQAAA60AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AHgARIAAAAmBg8AGgD/////AAAQAAAA8P///7f////QAQAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNNnZAkTl2iRtmYAQAAAAtAQAACAAAADIK9ABbAQEAAABdeQgAAAAyCvQAbwACAAAAMTIIAAAAMgr0ACsAAQAAAFsyCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAIkbZmAAAAoAOACKAQAAAAD/////BOYSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)。在低维空间上上，样本的采样密度增大，利于分类，而且还有最少的信息损失量。具体分类算法步骤描述如下：

（1）计算所有训练样本![](data:image/x-wmf;base64,183GmgAAAAAAAEsPVwLsCQAAAADhUwEACQAAA2QBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALgDRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gDQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNo3ZAkaZ2KxJmDQQAAAAtAQAACAAAADIKgAE+DQEAAABdeQsAAAAyCoABsgcIAAAAOy4uLi4uLjsIAAAAMgqAAT0FAQAAADsuCAAAADIKgAH+AgEAAABbLhwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF42jdkCRpnYrEmYNBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABOAwBAAAATS4IAAAAMgrgARcHAQAAADIuCAAAADIK4AGzBAEAAAAxLhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF42jdkCRpnYrEmYNBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABEgsBAAAAWC4IAAAAMgqAAfEFAQAAAFguCAAAADIKgAGmAwEAAABYLggAAAAyCoABWAABAAAAWC4cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdvIQCnU4RCEAGOQSABeNo3ZAkaZ2KxJmDQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAeQBAQAAAD0uCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ADSsSZg0AAAoAOACKAQAAAAAAAAAABOYSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)的平均向量：

![](data:image/x-wmf;base64,183GmgAAAAAAAIIJrwTsCQAAAADQUwEACQAAA9sBAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQASgCBIAAAAmBg8AGgD/////AAAQAAAAwP///7H///9gCAAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIgAhwDBQAAABMCIAKmBBwAAAD7AsD9AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2cx8KdLB0IAAQ9RIAF41hdkCRZHZ9ImaMBAAAAC0BAQAIAAAAMgrZAuUEAQAAAOV5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbuIQqe0HQgABD1EgAXjWF2QJFkdn0iZowEAAAALQECAAQAAADwAQEACAAAADIK7wNxBQEAAAA9eRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2cx8KdbB0IAAQ9RIAF41hdkCRZHZ9ImaMBAAAAC0BAQAEAAAA8AECAAgAAAAyCoAC3gEBAAAAPXkIAAAAMgqAAjoAAQAAAFl5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABD1EgAXjWF2QJFkdn0iZowEAAAALQECAAQAAADwAQEACAAAADIK+gBFBQEAAABNeQgAAAAyCu8DIQUBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AEPUSABeNYXZAkWR2fSJmjAQAAAAtAQEABAAAAPABAgAIAAAAMgqAAtEGAQAAAFh5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABD1EgAXjWF2QJFkdn0iZowEAAAALQECAAQAAADwAQEACAAAADIK7wPgBQEAAAAxeQgAAAAyCuAC8AcBAAAAaXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AEPUSABeNYXZAkWR2fSJmjAQAAAAtAQEABAAAAPABAgAIAAAAMgqsAzYDAQAAAE15CAAAADIKjgGBAwEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAIx9ImaMAAAKADgAigEAAAAAAgAAAPz2EgAEAAAALQECAAQAAADwAQEAAwAAAAAA)

其中，M为训练样本集中样本的个数，![](data:image/x-wmf;base64,183GmgAAAAAAADQCVwLsCQAAAACeXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNo3ZAkaZ23hJmRwQAAAAtAQAACAAAADIK4AF3AQEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF42jdkCRpnbeEmZHBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABWAABAAAAWHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBH3hJmRwAACgA4AIoBAAAAAAAAAAAE5hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)为第i个训练样本，![](data:image/x-wmf;base64,183GmgAAAAAAAOwFewLsCQAAAABqWQEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gBQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AEPUSABeNnXZAkaB2uxFmagQAAAAtAQAACAAAADIK9ACUBAEAAABkeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ9RIAF42ddkCRoHa7EWZqBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABgwMBAAAAUnkIAAAAMgqgAVgAAQAAAFh5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHblEQonYB8oABD1EgAXjZ12QJGgdrsRZmoEAAAALQEAAAQAAADwAQEACAAAADIKoAEnAgEAAADOeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ9RIAF42ddkCRoHa7EWZqBAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACdwEBAAAAaXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBquxFmagAACgA4AIoBAAAAAAAAAAD89hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，d表示样本的维度。

（2）计算差值向量。每个训练样本![](data:image/x-wmf;base64,183GmgAAAAAAADQCVwLsCQAAAACeXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AEPUSABeNo3ZAkaZ2oBFm1wQAAAAtAQAACAAAADIK4AF3AQEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ9RIAF42jdkCRpnagEWbXBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABWAABAAAAWHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDXoBFm1wAACgA4AIoBAAAAAAAAAAD89hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)与样本平均向量![](data:image/x-wmf;base64,183GmgAAAAAAAO0BygHsCQAAAADaXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAduwRCkqoKisAEPUSABeNo3ZAkaZ2ohFmpgQAAAAtAQAACAAAADIKYAE6AAEAAABZeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACiEWamAAAKADgAigEAAAAA//////z2EgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的差值向量为：
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（3）训练样本的协方差矩阵可以表示为：

![](data:image/x-wmf;base64,183GmgAAAAAAABQZrwTsCQAAAABGQwEACQAAA0MCAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQATAFhIAAAAmBg8AGgD/////AAAQAAAAwP///7H///+AFgAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIgAtQCBQAAABMCIAKCBBwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ9RIAF42ddkCRoHa0HmYoBAAAAC0BAQAIAAAAMgrUAdoVAQAAAFR5CAAAADIK+gAhBQEAAABNeQgAAAAyCu8D/QQBAAAAaXkIAAAAMgrUAXgRAQAAAFR5CAAAADIK4AK+DQEAAABpeQgAAAAyCuACUAgBAAAAaXkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AEPUSABeNnXZAkaB2tB5mKAQAAAAtAQIABAAAAPABAQAIAAAAMgqAAv8TAgAAAEFBCAAAADIKgAKfDAEAAABYQQgAAAAyCoACMQcBAAAAWEEIAAAAMgqsA/QCAQAAAE1BHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHa3HgoSaP8bABD1EgAXjZ12QJGgdrQeZigEAAAALQEBAAQAAADwAQIACAAAADIKgAKpEgEAAAA9QQgAAAAyCoACow8BAAAAWUEIAAAAMgqAAoMOAQAAAC1BCAAAADIKgAI1CgEAAABZQQgAAAAyCoACFQkBAAAALUEIAAAAMgqAApYBAQAAAD1BHAAAAPsCwP0AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHapHgoyiP8bABD1EgAXjZ12QJGgdrQeZigEAAAALQECAAQAAADwAQEACAAAADIK2QLBBAEAAADlQRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2tx4KE2j/GwAQ9RIAF42ddkCRoHa0HmYoBAAAAC0BAQAEAAAA8AECAAgAAAAyCu8DTQUBAAAAPUEcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AEPUSABeNnXZAkaB2tB5mKAQAAAAtAQIABAAAAPABAQAIAAAAMgrvA7wFAQAAADFBHAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABD1EgAXjZ12QJGgdrQeZigEAAAALQEBAAQAAADwAQIACAAAADIKgALnEAEAAAApQQgAAAAyCoACeQsCAAAAKSgIAAAAMgqAAokGAQAAACgoCAAAADIKjgFLAwEAAAAxKAgAAAAyCoACNAABAAAAQygKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAotB5mKAAACgA4AIoBAAAAAAIAAAD89hIABAAAAC0BAgAEAAAA8AEBAAMAAAAAAA==)

上式中A= [![](data:image/x-wmf;base64,183GmgAAAAAAAJQHVwLsCQAAAAA+WwEACQAAAysBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALgBhIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gBgAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AEPUSABeNo3ZAkaZ2uxFmNQQAAAAtAQAACAAAADIK4AGyBQEAAABNeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2xxEKVjiAcwAQ9RIAF42jdkCRpna7EWY1BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABYgQBAAAARnkIAAAAMgqAATQAAQAAAEZ5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABD1EgAXjaN2QJGmdrsRZjUEAAAALQEAAAQAAADwAQEACgAAADIKgAH4AQYAAAAsLi4uLiwcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AEPUSABeNo3ZAkaZ2uxFmNQQAAAAtAQEABAAAAPABAAAIAAAAMgrgAWgBAQAAADEuCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ANbsRZjUAAAoAOACKAQAAAAAAAAAA/PYSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)]。

（4）计算训练集协方差矩阵C的特征值![](data:image/x-wmf;base64,183GmgAAAAAAAMoBVwLsCQAAAABgXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAKgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///9gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AEPUSABeNnXZAkaB25gdmTAQAAAAtAQAACAAAADIK4AEMAQEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2ixMKt4hsMwAQ9RIAF42ddkCRoHbmB2ZMBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABNAABAAAAbHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBM5gdmTAAACgA4AIoBAAAAAAAAAAD89hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)以及特征向量![](data:image/x-wmf;base64,183GmgAAAAAAADQCVwLsCQAAAACeXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNo3ZAkaZ27xJm6AQAAAAtAQAACAAAADIK4AF0AQEAAABpeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF42jdkCRpnbvEmboBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAVXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDo7xJm6AAACgA4AIoBAAAAAAAAAAAE5hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)。采用能量维数法来选取最优特征向量，选择最大的前k个特征值对应的特征向量作为最优特征向量，使得：

![](data:image/x-wmf;base64,183GmgAAAAAAAEsP0gTsCQAAAABkVQEACQAAA10CAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYATgDRIAAAAmBg8AGgD/////AAAQAAAAwP///7H///+gDQAAEQQAAAsAAAAmBg8ADABNYXRoVHlwZQAA8AAcAAAA+wIg/wAAAAAAAJABAQAAAgQCABBTeW1ib2wAd2ErCidQfBsAGOQSABeNdHdAkXd3ZiRmSQQAAAAtAQAACAAAADIK4AIIDQEAAABseRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB3WisKrZB8GwAY5BIAF410d0CRd3dmJGZJBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoACIQwBAAAAcXkIAAAAMgqAAiQJAQAAAGx5CAAAADIKgALyBAEAAABseRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3YSsKKFB8GwAY5BIAF410d0CRd3dmJGZJBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoACDQsBAAAAPnkIAAAAMgqAAvUBAQAAAD15HAAAAPsCwP0AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHdaKwqukHwbABjkEgAXjXR3QJF3d2YkZkkEAAAALQEBAAQAAADwAQAACAAAADIK2QJcBwEAAADleQgAAAAyCtkCKgMBAAAA5XkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAd2ErCilQfBsAGOQSABeNdHdAkXd3ZiRmSQQAAAAtAQAABAAAAPABAQAIAAAAMgrvAwIIAQAAAD15CAAAADIK7wPQAwEAAAA9eRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF410d0CRd3dmJGZJBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvoAvAcBAAAATXkIAAAAMgrvA64HAQAAAGp5CAAAADIK4AIsCgEAAABqeQgAAAAyCvoAvQMBAAAAa3kIAAAAMgrvA3wDAQAAAGp5CAAAADIK4AL6BQEAAABqeQgAAAAyCuAC5wABAAAAa3kcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNdHdAkXd3ZiRmSQQAAAAtAQAABAAAAPABAQAIAAAAMgqAAjQAAQAAAGV5HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjkEgAXjXR3QJF3d2YkZkkEAAAALQEBAAQAAADwAQAACAAAADIK7wNxCAEAAAAxeQgAAAAyCu8DPwQBAAAAMXkcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNdHdAkXd3ZiRmSQQAAAAtAQAABAAAAPABAQAIAAAAMgqAArEGAQAAAC95CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ASWYkZkkAAAoAOACKAQAAAAABAAAABOYSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)

其中![](data:image/x-wmf;base64,183GmgAAAAAAAO0BewLsCQAAAABrXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAgQCABBTeW1ib2wAdlseCshgNiQAEPUSABeNNnZAkTl2EBpm2wQAAAAtAQAACAAAADIK4AH9AAEAAABseRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2shoKCYA2JAAQ9RIAF402dkCROXYQGmbbBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABFgABAAAAcXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDbEBpm2wAACgA4AIoBAAAAAAAAAAD89hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)为自定义最佳能量阈值，在实验中我们取![](data:image/x-wmf;base64,183GmgAAAAAAAMAGewLsCQAAAABGWgEACQAAAzEBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgBhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gBQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNo3ZAkaZ2bBJm6gQAAAAtAQAACAAAADIKgAFyBAIAAAA5OQgAAAAyCoABEgQBAAAALjkIAAAAMgqAAVIDAQAAADA5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHaaBwruGBY1ABjkEgAXjaN2QJGmdmwSZuoEAAAALQEBAAQAAADwAQAACAAAADIKgAEgAgEAAAA9ORwAAAD7AiD/AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2yxAKLNgVNQAY5BIAF42jdkCRpnZsEmbqBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuAB/QABAAAAbDkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdpoHCu8YFjUAGOQSABeNo3ZAkaZ2bBJm6gQAAAAtAQEABAAAAPABAAAIAAAAMgqAARYAAQAAAHE5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0A6mwSZuoAAAoAOACKAQAAAAAAAAAABOYSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)。

（5）根据步骤（4）选取的k个特征向量组成子特征空间中的特征向量矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAA4OewLsCQAAAACIUgEACQAAA7MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALADBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+ADAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAJGmds8QCnXQWDEAGOQSABeNo3ZAkaZ2VhFmagQAAAAtAQAACAAAADIKgAHeCwIAAAChoxwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF42jdkCRpnZWEWZqBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABlgsBAAAAXaMKAAAAMgqAAUYHBgAAADsuLi4uOwgAAAAyCoAB9QQBAAAAOy4IAAAAMgqAAdoCAQAAAFsuCAAAADIKgAFAAAEAAABVLhwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF42jdkCRpnZWEWZqBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuABqwYBAAAAMi4IAAAAMgrgAWsEAQAAADEuHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjkEgAXjaN2QJGmdlYRZmoEAAAALQEBAAQAAADwAQAACAAAADIK4AHoCgEAAABrLhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF42jdkCRpnZWEWZqBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABpAkBAAAAVS4IAAAAMgqAAWcFAQAAAFUuCAAAADIKgAFAAwEAAABVLhwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2yBAKd/BYMQAY5BIAF42jdkCRpnZWEWZqBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABwAEBAAAAPS4KAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBqVhFmagAACgA4AIoBAAAAAAAAAAAE5hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)

（6）计算训练样本X的降维向量矩阵Q。特征向量矩阵U可以看作是训练特征在子特征空间的投影向量矩阵，每个训练样本![](data:image/x-wmf;base64,183GmgAAAAAAADQCVwLsCQAAAACeXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AEPUSABeNYXZAkWR2YiNmkQQAAAAtAQAACAAAADIK4AF3AQEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ9RIAF41hdkCRZHZiI2aRBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABWAABAAAAWHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCRYiNmkQAACgA4AIoBAAAAAAAAAAD89hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)在子特征空间的投影特征![](data:image/x-wmf;base64,183GmgAAAAAAAO0BewLsCQAAAABrXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AEPUSABeNYXZAkWR2RCJmHwQAAAAtAQAACAAAADIK4AFBAQEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ9RIAF41hdkCRZHZEImYfBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABLgABAAAAUXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQAfRCJmHwAACgA4AIoBAAAAAAAAAAD89hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)为：

![](data:image/x-wmf;base64,183GmgAAAAAAAA0SngLsCQAAAABuTgEACQAAA6gBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgEBIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gEAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNYXZAkWR2zCJmSAQAAAAtAQAACAAAADIKoAGrDwEAAAApeQgAAAAyCqABSQ4BAAAATXkLAAAAMgqgARkLCAAAACwuLi4uLi4sCAAAADIKoAFfCgEAAAAyLggAAAAyCqAB+QkBAAAALC4IAAAAMgqgAV0JAQAAADEuCAAAADIKoAH5BgEAAAAoLhwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF41hdkCRZHbMImZIBAAAAC0BAQAEAAAA8AEAAAgAAAAyCgACQQEBAAAAaS4cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdukjCl7YSzYAGOQSABeNYXZAkWR2zCJmSAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAU8IAQAAAD0uCAAAADIKoAEbAgEAAAA9LhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF41hdkCRZHbMImZIBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABdwcBAAAAaS4IAAAAMgqgAV0FAQAAAFguCAAAADIKoAEvAwEAAABVLggAAAAyCqABLgABAAAAUS4cAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNYXZAkWR2zCJmSAQAAAAtAQAABAAAAPABAQAIAAAAMgoAAnwGAQAAAGkuCAAAADIK9ACGBAEAAABULgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAEjMImZIAAAKADgAigEAAAAAAQAAAATmEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)

![](data:image/x-wmf;base64,183GmgAAAAAAAHgOVwLsCQAAAADSUgEACQAAA2QBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgDRIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gDAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNYXZAkWR2XRBmhgQAAAAtAQAACAAAADIKgAFmDAEAAABdeQsAAAAyCoABEAcIAAAAOy4uLi4uLjsIAAAAMgqAAdEEAQAAADsuCAAAADIKgAHIAgEAAABbLggAAAAyCoABNAABAAAAUS4cAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNYXZAkWR2XRBmhgQAAAAtAQEABAAAAPABAAAIAAAAMgrgAWALAQAAAE0uCAAAADIK4AF1BgEAAAAyLggAAAAyCuABRwQBAAAAMS4cAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNYXZAkWR2XRBmhgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAUYKAQAAAFEuCAAAADIKgAFbBQEAAABRLggAAAAyCoABRgMBAAAAUS4cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdtYhChkAJTAAGOQSABeNYXZAkWR2XRBmhgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAa4BAQAAAD0uCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Ahl0QZoYAAAoAOACKAQAAAAAAAAAABOYSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)为训练样本的降维向量矩阵，每列对应X中的一个训练样本，![](data:image/x-wmf;base64,183GmgAAAAAAAHoGewLsCQAAAAD8WgEACQAAAzkBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQALgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gBQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNnXZAkaB2DSVm4wQAAAAtAQAACAAAADIK9AA9BQEAAAAxeQgAAAAyCvQAXgQBAAAAa3kIAAAAMgoAAkEBAQAAAGl5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbmJAozmFUzABjkEgAXjZ12QJGgdg0lZuMEAAAALQEBAAQAAADwAQAACAAAADIK9ADVBAEAAAC0eRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2BSUKxlhVMwAY5BIAF42ddkCRoHYNJWbjBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqAB8QEBAAAAznkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNnXZAkaB2DSVm4wQAAAAtAQEABAAAAPABAAAIAAAAMgqgAU0DAQAAAFJ5CAAAADIKoAEuAAEAAABReQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAOMNJWbjAAAKADgAigEAAAAAAAAAAATmEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)。

（7）将需要分类的样本特征减去训练样本平均特征向量，得到一个差值向量r；

（8）将差值向量r做线性变换，获得测试样本特征的最佳分类特征向量![](data:image/x-wmf;base64,183GmgAAAAAAAGABNALsCQAAAACpXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdiAZCh1IIhgAGOQSABeNYXZAkWR2fyJmpgQAAAAtAQAACAAAADIKYAEiAAEAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAB/ImamAAAKADgAigEAAAAA/////wTmEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)：

![](data:image/x-wmf;base64,183GmgAAAAAAAOwFewLsCQAAAABqWQEACQAAA00BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJgBRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8gBQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNnXZAkaB22g1mzAQAAAAtAQAACAAAADIKoAGWBAEAAAByeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF42ddkCRoHbaDWbMBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQA5wMBAAAAVHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNnXZAkaB22g1mzAQAAAAtAQAABAAAAPABAQAIAAAAMgqgAYYCAQAAAFV5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHZBFQp7oOxxABjkEgAXjZ12QJGgdtoNZswEAAAALQEBAAQAAADwAQAACAAAADIKoAFyAQEAAAA9eRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2/wwK/2DscQAY5BIAF42ddkCRoHbaDWbMBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABIgABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDM2g1mzAAACgA4AIoBAAAAAAEAAAAE5hIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

（9）采用最近邻分类算法分类：计算最佳分类特征![](data:image/x-wmf;base64,183GmgAAAAAAAGABNALsCQAAAACpXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdsQZCk+grHAAGOQSABeNYXZAkWR2ZiJmJAQAAAAtAQAACAAAADIKYAEiAAEAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABmImYkAAAKADgAigEAAAAA/////wTmEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)和每个训练样本的最佳分类特征![](data:image/x-wmf;base64,183GmgAAAAAAABECVwLsCQAAAAC7XgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNnXZAkaB2MBRmtAQAAAAtAQAACAAAADIK4AFiAQEAAABpeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF42ddkCRoHYwFGa0BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABNAABAAAAUXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQC0MBRmtAAACgA4AIoBAAAAAAAAAAAE5hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的欧几里德距离![](data:image/x-wmf;base64,183GmgAAAAAAAO0BVwLsCQAAAABHXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNYXZAkWR2lyNmbQQAAAAtAQAACAAAADIK4AEyAQEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB22SMKw5AcKAAY5BIAF41hdkCRZHaXI2ZtBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABRgABAAAAcnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBtlyNmbQAACgA4AIoBAAAAAAAAAAAE5hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，标记最小的距离![](data:image/x-wmf;base64,183GmgAAAAAAADEOcQPsCQAAAAC9UwEACQAAA6IBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAPgDBIAAAAmBg8AGgD/////AAAQAAAAwP///7z///+gDAAA3AIAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNVXZAkVh2ZBFmrAQAAAAtAQAACAAAADIKgAEQDAIAAAB8fAgAAAAyCoABHQoBAAAAUXwIAAAAMgqAAfMGAgAAAHx8HAAAAPsCwP0AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjkEgAXjVV2QJFYdmQRZqwEAAAALQEBAAQAAADwAQAACQAAADIK/QEeAwMAAABtaW5lHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjkEgAXjVV2QJFYdmQRZqwEAAAALQEAAAQAAADwAQEACAAAADIK4AEdAQEAAABqaRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF41VdkCRWHZkEWasBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABSwsBAAAAaWkIAAAAMgrdAr4EAQAAAGlpHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbxGArroLssABjkEgAXjVV2QJFYdmQRZqwEAAAALQEAAAQAAADwAQEACAAAADIKgAEDCQEAAAAtaQgAAAAyCoAB6QEBAAAAPWkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdvAYCn7guywAGOQSABeNVXZAkVh2ZBFmrAQAAAAtAQEABAAAAPABAAAIAAAAMgqAAcsHAQAAAHhpCAAAADIKgAEoAAEAAABnaQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAKxkEWasAAAKADgAigEAAAAAAAAAAATmEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)![](data:image/x-wmf;base64,183GmgAAAAAAAOIKNALsCQAAAAArVgEACQAAA1sBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAALgCRIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+gCQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAhgQCAADLzszlAJGgdnkkCjTwHTQAGOQSABeNnXZAkaB2kyRmvgQAAAAtAQAACAAAADIKYAHaCAIAAACjqQgAAAAyCmABYv8CAAAAo6gcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNnXZAkaB2kyRmvgQAAAAtAQEABAAAAPABAAAIAAAAMgpgAdgHAQAAAEOoCgAAADIKYAHOBQUAAAAsLi4uLAAIAAAAMgpgARQFAQAAADIuCAAAADIKYAGuBAEAAAAsLggAAAAyCmABEgQBAAAAMS4IAAAAMgpgAU4BAQAAACwuCAAAADIKYAHiAAEAAABpLhwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2eSQKNfAdNAAY5BIAF42ddkCRoHaTJGa+BAAAAC0BAAAEAAAA8AEBAAgAAAAyCmABBAMBAAAAPS4cAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNnXZAkaB2kyRmvgQAAAAtAQEABAAAAPABAAAIAAAAMgpgASYCAQAAAGouCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AvpMkZr4AAAoAOACKAQAAAAAAAAAABOYSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，则待识别特征样本属于类别j。

上述步骤（1）-（6）属于训练步骤，步骤（7）-（9）属于分类步骤。

**2 基于LDA的AD分类算法**

LDA (Linear Determinant Analysis)即线性鉴别分析，其基本思想是将高维的模式样本投影到最佳鉴别矢量空间，以达到抽取分类信息和压缩特征空间维数的效果![](data:image/x-wmf;base64,183GmgAAAAAAABECEQLsCQAAAAD9XgEACQAAA60AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AHgARIAAAAmBg8AGgD/////AAAQAAAA8P///7f////QAQAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNNnZAkTl2fBdmSwQAAAAtAQAACAAAADIK9ABUAQEAAABdeQgAAAAyCvQAbwACAAAAMTMIAAAAMgr0ACsAAQAAAFszCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AAHwXZksAAAoAOACKAQAAAAD/////BOYSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)。LDA采用了样本的类标作为先验知识，将样本特征向量投影到某几个最佳的投影直线，使得投影后向量的类间离散度矩阵和类内离散度矩阵的比率最大化，从而可以提高识别率。总之，LDA可以找到一组特征子维度，在这些维度上的投影产生的特征有类内距离最小，类间距离最大。

（1）计算类间离散度。训练特征集X的类间离散度表示为：

![](data:image/x-wmf;base64,183GmgAAAAAAAKIVrwTsCQAAAADwTwEACQAAAyUCAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQASgExIAAAAmBg8AGgD/////AAAQAAAAwP///7H///9gEwAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdmMeClPwc3QAEPUSABeNNnZAkTl2Pxxm5AQAAAAtAQAACAAAADIK2QJeAwEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2wxwKIhB0dAAQ9RIAF402dkCROXY/HGbkBAAAAC0BAQAEAAAA8AEAAAgAAAAyCu8D6gMBAAAAPXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdmMeClTwc3QAEPUSABeNNnZAkTl2Pxxm5AQAAAAtAQAABAAAAPABAQAIAAAAMgqAArwQAQAAAFl5CAAAADIKgAKcDwEAAAAteQgAAAAyCoACTgsBAAAAWXkIAAAAMgqAAi4KAQAAAC15CAAAADIKgAIpAgEAAAA9eRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ9RIAF402dkCROXY/HGbkBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvoAvgMBAAAATXkIAAAAMgrvA5oDAQAAAGl5CAAAADIK1AGREgEAAABUeQgAAAAyCuAC1w4BAAAAaXkIAAAAMgrgAmkJAQAAAGl5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABD1EgAXjTZ2QJE5dj8cZuQEAAAALQEAAAQAAADwAQEACAAAADIKgAK4DQEAAABYeQgAAAAyCoACSggBAAAAWHkIAAAAMgqAAqwGAQAAAGl5CAAAADIKgAI4BQEAAABQeQgAAAAyCoACQAABAAAAU3kcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AEPUSABeNNnZAkTl2Pxxm5AQAAAAtAQEABAAAAPABAAAIAAAAMgrvA1kEAQAAADF5CAAAADIK4AIeAQEAAABieRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ9RIAF402dkCROXY/HGbkBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoACABIBAAAAKXkIAAAAMgqAApIMAgAAACkoCAAAADIKgAIkBwIAAAApKAgAAAAyCoACLgYBAAAAKCgKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQDkPxxm5AAACgA4AIoBAAAAAAEAAAD89hIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

其中，P(i)为第i个训练特征样本的先验概率，其中![](data:image/x-wmf;base64,183GmgAAAAAAAO0BygHsCQAAAADaXgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAHAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///+AAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdjcRCrCoFyUAGOQSABeNo3ZAkaZ2fBJmUgQAAAAtAQAACAAAADIKYAE6AAEAAABZeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAB8EmZSAAAKADgAigEAAAAA/////wTmEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)为所有特征样本向量的均值样本特征，![](data:image/x-wmf;base64,183GmgAAAAAAADQCVwLsCQAAAACeXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AEPUSABeNo3ZAkaZ2BxFmhQQAAAAtAQAACAAAADIK4AF3AQEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ9RIAF42jdkCRpnYHEWaFBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABWAABAAAAWHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCFBxFmhQAACgA4AIoBAAAAAAAAAAD89hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)表示为第 i 个训练样本特征。

（2）计算类内离散度。训练特征集![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNnXZAkaB2jh5mfQQAAAAtAQAACAAAADIKYAE6AAEAAABYeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAACOHmZ9AAAKADgAigEAAAAA/////wTmEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的类内离散度表示为：

![](data:image/x-wmf;base64,183GmgAAAAAAAC8W9gTsCQAAAAAkTAEACQAAA3ECAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAQgFBIAAAAmBg8AGgD/////AAAQAAAAwP///7H////gEwAAMQQAAAsAAAAmBg8ADABNYXRoVHlwZQAAAAEcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdmYSCm3wZiIAEPUSABeNo3ZAkaZ2mxFmtQQAAAAtAQAACAAAADIK2QKcAwEAAADleQgAAAAyCtkC5QUBAAAA5XkcAAAA+wIg/wAAAAAAAJABAAAAAgQCABBTeW1ib2wAdscQCvwQZyIAEPUSABeNo3ZAkaZ2mxFmtQQAAAAtAQEABAAAAPABAAAIAAAAMgrvAygEAQAAAD15CAAAADIK7wNeBgEAAADOeRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2ZhIKbvBmIgAQ9RIAF42jdkCRpnabEWa1BAAAAC0BAAAEAAAA8AEBAAgAAAAyCoAC3A8BAAAALXkIAAAAMgqAAjkKAQAAAC15CAAAADIKgAJnAgEAAAA9eRwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ9RIAF42jdkCRpnabEWa1BAAAAC0BAQAEAAAA8AEAAAgAAAAyCvoA/AMBAAAATXkIAAAAMgrvA9gDAQAAAGl5CAAAADIK7wP3BgEAAAB3eQgAAAAyCu8DfgUBAAAAWHkIAAAAMgrUAQYTAQAAAFR5CAAAADIK4ALHEQEAAABreQgAAAAyCuACFw8BAAAAaXkIAAAAMgrgAiQMAQAAAGt5CAAAADIK4AJ0CQEAAABpeRwAAAD7AmD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ9RIAF42jdkCRpnabEWa1BAAAAC0BAAAEAAAA8AEBAAgAAAAyCicEiQcBAAAAa3kIAAAAMgonBCAGAQAAAGl5HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABD1EgAXjaN2QJGmdpsRZrUEAAAALQEBAAQAAADwAQAACAAAADIKgALwEAEAAAB1eQgAAAAyCoAC+A0BAAAAWHkIAAAAMgqAAk0LAQAAAHV5CAAAADIKgAJVCAEAAABYeQgAAAAyCoACQAABAAAAU3kcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AEPUSABeNo3ZAkaZ2mxFmtQQAAAAtAQAABAAAAPABAQAIAAAAMgrvA5cEAQAAADF5CAAAADIK4AIhAQEAAAB3eRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ9RIAF42jdkCRpnabEWa1BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoACdRIBAAAAKXkIAAAAMgqAAtIMAgAAACkoCAAAADIKgAKtBwEAAAAoKAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtALWbEWa1AAAKADgAigEAAAAAAAAAAPz2EgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)

其中，M为训练样本个数，![](data:image/x-wmf;base64,183GmgAAAAAAADQCVwLsCQAAAACeXgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIAAhIAAAAmBg8AGgD/////AAAQAAAAwP///6b////AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNo3ZAkaZ2NRZmQQQAAAAtAQAACAAAADIK4AFBAQEAAABreRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF42jdkCRpnY1FmZBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABQAABAAAAd3kKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBBNRZmQQAACgA4AIoBAAAAAAAAAAAE5hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)为第k个类别标记。k = 1,2,...,K，K为类别数。

（3）计算特征向量矩阵V。求解矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAIMFngLsCQAAAADgWQEACQAAA10BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIABRIAAAAmBg8AGgD/////AAAQAAAAwP///7f////ABAAAFwIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AEPUSABeNo3ZAkaZ2aBBmaAQAAAAtAQAACAAAADIKAAJSBAEAAABieRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ9RIAF42jdkCRpnZoEGZoBAAAAC0BAQAEAAAA8AEAAAgAAAAyCqABewMBAAAAU3kIAAAAMgqgAUAAAQAAAFN5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABD1EgAXjaN2QJGmdmgQZmgEAAAALQEAAAQAAADwAQEACAAAADIKoAF/AgEAAAAqeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ9RIAF42jdkCRpnZoEGZoBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAuQEBAAAAMXkIAAAAMgoAAiEBAQAAAHd5HAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHa2EQqHwA9zABD1EgAXjaN2QJGmdmgQZmgEAAAALQEAAAQAAADwAQEACAAAADIK9AA/AQEAAAAteQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAGhoEGZoAAAKADgAigEAAAAAAQAAAPz2EgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的特征值，选取前t个最大特征值对应的特征向

量，构成子特征空间的特征向量矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAEMMewLsCQAAAADFUAEACQAAA2MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgCxIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gCgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNhXVAkYh1qCJmyAQAAAAtAQAACAAAADIKgAFqCgEAAABdeQoAAAAyCoABmAYGAAAAOy4uLi47CAAAADIKgAGbBAEAAAA7LggAAAAyCoAB1AIBAAAAWy4IAAAAMgqAAToAAQAAAFYuHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjkEgAXjYV1QJGIdagiZsgEAAAALQEBAAQAAADwAQAACAAAADIK4AHpCQEAAAB0LggAAAAyCuAB/QUBAAAAMi4IAAAAMgrgAREEAQAAADEuHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjkEgAXjYV1QJGIdagiZsgEAAAALQEAAAQAAADwAQEACAAAADIKgAH2CAEAAABWLggAAAAyCoABDQUBAAAAVi4IAAAAMgqAAToDAQAAAFYuHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHVvIAoWWLElABjkEgAXjYV1QJGIdagiZsgEAAAALQEBAAQAAADwAQAACAAAADIKgAG6AQEAAAA9LgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAMioImbIAAAKADgAigEAAAAAAAAAAATmEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)。
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（5）将需要分类的样本特征减去训练样本平均特征向量，得到一个差值向量r；

（6）将差值向量r做线性变换，获得测试样本特征的最佳分类特征![](data:image/x-wmf;base64,183GmgAAAAAAAGABNALsCQAAAACpXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdiAZCh1IIhgAGOQSABeNYXZAkWR2fyJmpgQAAAAtAQAACAAAADIKYAEiAAEAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAB/ImamAAAKADgAigEAAAAA/////wTmEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)：

![](data:image/x-wmf;base64,183GmgAAAAAAAMkFewLsCQAAAABPWQEACQAAA00BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJABRIAAAAmBg8AGgD/////AAAQAAAAwP///7f///8ABQAA9wEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNnXZAkaB2jhFmlQQAAAAtAQAACAAAADIKoAFyBAEAAAByeRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF42ddkCRoHaOEWaVBAAAAC0BAQAEAAAA8AEAAAgAAAAyCvQAwwMBAAAAVHkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNnXZAkaB2jhFmlQQAAAAtAQAABAAAAPABAQAIAAAAMgqgAYYCAQAAAFZ5HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbNEQr3QIkkABjkEgAXjZ12QJGgdo4RZpUEAAAALQEBAAQAAADwAQAACAAAADIKoAFyAQEAAAA9eRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB2vBEKAQCJJAAY5BIAF42ddkCRoHaOEWaVBAAAAC0BAAAEAAAA8AEBAAgAAAAyCqABIgABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQCVjhFmlQAACgA4AIoBAAAAAAEAAAAE5hIABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==)

（7）采用最近邻分类算法分类：计算最佳分类特征![](data:image/x-wmf;base64,183GmgAAAAAAAGABNALsCQAAAACpXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAJAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///8AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdsQZCk+grHAAGOQSABeNYXZAkWR2ZiJmJAQAAAAtAQAACAAAADIKYAEiAAEAAAB4eQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABmImYkAAAKADgAigEAAAAA/////wTmEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)和每个训练样本的最佳分类特征![](data:image/x-wmf;base64,183GmgAAAAAAABECVwLsCQAAAAC7XgEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALgARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNnXZAkaB2MBRmtAQAAAAtAQAACAAAADIK4AFiAQEAAABpeRwAAAD7AoD+AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF42ddkCRoHYwFGa0BAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABNAABAAAAUXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQC0MBRmtAAACgA4AIoBAAAAAAAAAAAE5hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)的欧几里德距离![](data:image/x-wmf;base64,183GmgAAAAAAAO0BVwLsCQAAAABHXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALAARIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNYXZAkWR2lyNmbQQAAAAtAQAACAAAADIK4AEyAQEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAB22SMKw5AcKAAY5BIAF41hdkCRZHaXI2ZtBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABRgABAAAAcnkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAACGAQICIlN5c3RlbQBtlyNmbQAACgA4AIoBAAAAAAAAAAAE5hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)，标记最小的距离![](data:image/x-wmf;base64,183GmgAAAAAAAMcNcQPsCQAAAABLUAEACQAAA8YBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAOADBIAAAAmBg8AGgD/////AAAQAAAAwP///7z///9ADAAA3AIAAAsAAAAmBg8ADABNYXRoVHlwZQAA0AAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNYXZAkWR2aSRmaQQAAAAtAQAACAAAADIKgAGtCwIAAAB8fAgAAAAyCoAB8wYCAAAAfHwcAAAA+wLA/QAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNYXZAkWR2aSRmaQQAAAAtAQEABAAAAPABAAAJAAAAMgr9AR4DAwAAAG1pbmUcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNYXZAkWR2aSRmaQQAAAAtAQAABAAAAPABAQAIAAAAMgrgAR0BAQAAAGppHAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjkEgAXjWF2QJFkdmkkZmkEAAAALQEBAAQAAADwAQAACAAAADIK4AHoCgEAAABpaQgAAAAyCt0CvgQBAAAAaWkcAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNYXZAkWR2aSRmaQQAAAAtAQAABAAAAPABAQAIAAAAMgqAAS8KAQAAAFBpHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHbGIwonUFJyABjkEgAXjWF2QJFkdmkkZmkEAAAALQEBAAQAAADwAQAACAAAADIKgAEDCQEAAAAtaQgAAAAyCoAB6QEBAAAAPWkcAAAA+wKA/gAAAAAAAJABAQAAAgQCABBTeW1ib2wAdnICCmioIW8AGOQSABeNYXZAkWR2aSRmaQQAAAAtAQAABAAAAPABAQAIAAAAMgqAAcsHAQAAAHhpCAAAADIKgAEoAAEAAABnaQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAGlpJGZpAAAKADgAigEAAAAAAQAAAATmEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)（i,j = 1,2,...,C），则待识别样本属于类别j。

上述步骤（1）-（4）属于训练步骤，步骤（5）-（7）属于分类步骤。

**3 PCA和LDA融合的AD分类算法**

考虑到PCA是无监督的学习方法，它仅仅只是把整体数据映射到最方便表示这组数据的坐标轴上，映射没有利用任何数据内部的分类信息。虽然用主要的特征代替其他相关的非主要的特征，数据特征在表示上更加方便，数据信息损失最少，但是在分类上也许会更加困难。LDA是有监督的降维学习方法，由于增加了数据本身的性质，所以数据有聚集的映射到某几个坐标轴上，再取这几个坐标轴上的投影作为新的特征，从而使得数据更容易分类。如图1所示二维实例，左边表示PCA降维，右边表示LDA降维。可以看出，PCA降维之后，数据依然密集，不容易区分；LDA降维之后，数据的区分度比较大，数据容易区分，准确度比较高。
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（a）PCA (b) LDA

图 1 2D数据降维

Fig.1 Reduction in Two Dimension Data

综合上面主成分分析和线性判别分析方法的优点和缺点，本文分类算法主要利用PCA的无监督降维和LDA的有监督降维的优缺点互补。算法实现主要步骤描述如下：

1. 在最原始训练特征![](data:image/x-wmf;base64,183GmgAAAAAAAMoBygHsCQAAAAD9XgEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoAGgARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9gAQAAZgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNnXZAkaB2cB5mIgQAAAAtAQAACAAAADIKYAE6AAEAAABYeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABwHmYiAAAKADgAigEAAAAA/////wTmEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)上利用PCA无监督的降维，计算特征向量矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAIENewLsCQAAAAAHUQEACQAAA4cBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJADBIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ADAAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNnXZAkaB2ixJmWwQAAAAtAQAACAAAADIKgAGWCwEAAABdeQoAAAAyCoABRgcGAAAAOy4uLi47CAAAADIKgAH1BAEAAAA7LggAAAAyCoAB2gIBAAAAWy4IAAAAMgqAAUAAAQAAAFUuHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjkEgAXjZ12QJGgdosSZlsEAAAALQEBAAQAAADwAQAACAAAADIK4AGrBgEAAAAyLggAAAAyCuABawQBAAAAMS4cAAAA+wIg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNnXZAkaB2ixJmWwQAAAAtAQAABAAAAPABAQAIAAAAMgrgAegKAQAAAGsuHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjkEgAXjZ12QJGgdosSZlsEAAAALQEBAAQAAADwAQAACAAAADIKgAGkCQEAAABVLggAAAAyCoABZwUBAAAAVS4IAAAAMgqAAUADAQAAAFUuHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHaKEgoxqAUkABjkEgAXjZ12QJGgdosSZlsEAAAALQEAAAQAAADwAQEACAAAADIKgAHAAQEAAAA9LgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAFuLEmZbAAAKADgAigEAAAAAAQAAAATmEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)，再得到特征子空间的降维向量矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAHgOVwLsCQAAAADSUgEACQAAA2QBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgDRIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gDAAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNYXZAkWR26SNmtgQAAAAtAQAACAAAADIKgAFmDAEAAABdeQsAAAAyCoABEAcIAAAAOy4uLi4uLjsIAAAAMgqAAdEEAQAAADsuCAAAADIKgAHIAgEAAABbLggAAAAyCoABNAABAAAAUS4cAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNYXZAkWR26SNmtgQAAAAtAQEABAAAAPABAAAIAAAAMgrgAWALAQAAAE0uCAAAADIK4AF1BgEAAAAyLggAAAAyCuABRwQBAAAAMS4cAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNYXZAkWR26SNmtgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAUYKAQAAAFEuCAAAADIKgAFbBQEAAABRLggAAAAyCoABRgMBAAAAUS4cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAduwdCqNAyW8AGOQSABeNYXZAkWR26SNmtgQAAAAtAQEABAAAAPABAAAIAAAAMgqAAa4BAQAAAD0uCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AtukjZrYAAAoAOACKAQAAAAAAAAAABOYSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)。其中![](data:image/x-wmf;base64,183GmgAAAAAAAEsPVwLsCQAAAADhUwEACQAAA2QBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALgDRIAAAAmBg8AGgD/////AAAQAAAAwP///6b///+gDQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AEPUSABeNYXZAkWR2wSBmiwQAAAAtAQAACAAAADIKgAE+DQEAAABdeQsAAAAyCoABsgcIAAAAOy4uLi4uLjsIAAAAMgqAAT0FAQAAADsuCAAAADIKgAH+AgEAAABbLhwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ9RIAF41hdkCRZHbBIGaLBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuABOAwBAAAATS4IAAAAMgrgARcHAQAAADIuCAAAADIK4AGzBAEAAAAxLhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAQ9RIAF41hdkCRZHbBIGaLBAAAAC0BAAAEAAAA8AEBAAgAAAAyCoABEgsBAAAAWC4IAAAAMgqAAfEFAQAAAFguCAAAADIKgAGmAwEAAABYLggAAAAyCoABWAABAAAAWC4cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdvMjCm0wUSUAEPUSABeNYXZAkWR2wSBmiwQAAAAtAQEABAAAAPABAAAIAAAAMgqAAeQBAQAAAD0uCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0Ai8EgZosAAAoAOACKAQAAAAAAAAAA/PYSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)，M为训练样本个数，![](data:image/x-wmf;base64,183GmgAAAAAAAEwLewLsCQAAAADKVwEACQAAA1sBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAJAChIAAAAmBg8AGgD/////AAAQAAAAwP///6b///8ACgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNnXZAkaB2Ch5mgQQAAAAtAQAACAAAADIKgAF0CQEAAAApeQoAAAAyCoAB3gUFAAAALC4uLiwACAAAADIKgAEkBQEAAAAyLggAAAAyCoABvgQBAAAALC4IAAAAMgqAASIEAQAAADEuCAAAADIKgAG+AQEAAAAoLhwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF42ddkCRoHYKHmaBBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoAB9AcBAAAATS4IAAAAMgqAATwCAQAAAGkuCAAAADIKgAEuAAEAAABRLhwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF42ddkCRoHYKHmaBBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuABQQEBAAAAaS4cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdg8eCiigizEAGOQSABeNnXZAkaB2Ch5mgQQAAAAtAQEABAAAAPABAAAIAAAAMgqAARQDAQAAAD0uCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AgQoeZoEAAAoAOACKAQAAAAAAAAAABOYSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)的维度为k。
2. 在矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAKcBNALsCQAAAABuXQEACQAAA50AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAAKAARIAAAAmBg8AGgD/////AAAQAAAAwP///8b///9AAQAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNnXZAkaB2oR5mHAQAAAAtAQAACAAAADIKYAE0AAEAAABReQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAAChHmYcAAAKADgAigEAAAAA/////wTmEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)上利用LDA进行有监督的降维，计算特征向量矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAEMMewLsCQAAAADFUAEACQAAA2MBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIgCxIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gCgAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNNnZAkTl2XB5mKgQAAAAtAQAACAAAADIKgAFqCgEAAABdeQoAAAAyCoABmAYGAAAAOy4uLi47CAAAADIKgAGbBAEAAAA7LggAAAAyCoAB1AIBAAAAWy4IAAAAMgqAAToAAQAAAFYuHAAAAPsCIP8AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjkEgAXjTZ2QJE5dlweZioEAAAALQEBAAQAAADwAQAACAAAADIK4AHpCQEAAAB0LggAAAAyCuAB/QUBAAAAMi4IAAAAMgrgAREEAQAAADEuHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuABjkEgAXjTZ2QJE5dlweZioEAAAALQEAAAQAAADwAQEACAAAADIKgAH2CAEAAABWLggAAAAyCoABDQUBAAAAVi4IAAAAMgqAAToDAQAAAFYuHAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHaRHAoUGCIkABjkEgAXjTZ2QJE5dlweZioEAAAALQEBAAQAAADwAQAACAAAADIKgAG6AQEAAAA9LgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtACpcHmYqAAAKADgAigEAAAAAAAAAAATmEgAEAAAALQEAAAQAAADwAQEAAwAAAAAA)，再得到最佳分类特征空间的降维向量矩阵![](data:image/x-wmf;base64,183GmgAAAAAAAF0NVwLsCQAAAAD3UQEACQAAA0ABAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAIgDBIAAAAmBg8AGgD/////AAAQAAAAwP///6b////gCwAAxgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNYXZAkWR2ohlmNgQAAAAtAQAACAAAADIKgAFhCwEAAABdeQgAAAAyCoABkgkBAAAAUHkLAAAAMgqAAVAGCAAAADsuLi4uLi47CAAAADIKgAHsBAEAAABQLggAAAAyCoABVgQBAAAAOy4IAAAAMgqAARwDAQAAAFAuCAAAADIKgAGSAgEAAABbLggAAAAyCoABOgABAAAAUC4cAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNYXZAkWR2ohlmNgQAAAAtAQEABAAAAPABAAAIAAAAMgrgAVsKAQAAAE0uCAAAADIK4AG1BQEAAAAyLggAAAAyCuABzAMBAAAAMS4cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdr4YCuRoIi0AGOQSABeNYXZAkWR2ohlmNgQAAAAtAQAABAAAAPABAQAIAAAAMgqAAXgBAQAAAD0uCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0ANqIZZjYAAAoAOACKAQAAAAABAAAABOYSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=),![](data:image/x-wmf;base64,183GmgAAAAAAAAYLewLsCQAAAACAVwEACQAAA1sBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAIAChIAAAAmBg8AGgD/////AAAQAAAAwP///6b////ACQAA5gEAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNnXZAkaB2nx5mMQQAAAAtAQAACAAAADIKgAEvCQEAAAApeQoAAAAyCoABmQUFAAAALC4uLiwACAAAADIKgAHfBAEAAAAyLggAAAAyCoABeQQBAAAALC4IAAAAMgqAAd0DAQAAADEuCAAAADIKgAF5AQEAAAAoLggAAAAyCoABOgABAAAAUC4cAAAA+wKA/gAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNnXZAkaB2nx5mMQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAa8HAQAAAE0uCAAAADIKgAH3AQEAAABpLhwAAAD7AiD/AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgAY5BIAF42ddkCRoHafHmYxBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuAB/AABAAAAaS4cAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdpceCuI4PSMAGOQSABeNnXZAkaB2nx5mMQQAAAAtAQEABAAAAPABAAAIAAAAMgqAAc8CAQAAAD0uCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAhgECAiJTeXN0ZW0AMZ8eZjEAAAoAOACKAQAAAAAAAAAABOYSAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)的维度为t（t<=k）。
3. 将需要分类的样本特征减去训练样本平均特征向量，得到一个差值向量r；
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上述步骤（1）-（2）属于训练步骤，步骤（3）-（5）属于分类步骤。

**4 结果分析**

本文在实验中所采用的数据集，包含727张图片（其中94张AD、296张NC、309张MCI-NC、120张MCI-C图片），是可以从阿尔茨海默症神经影像（Alzheimer’s Disease Neuroimaging Initiative,ADNI）数据库（http://adni.loni.usc.edu/）中下载的MRI医学图像。每幅图像通过一系列的预处理，包括头洞校正、头骨剥离、ROI提取等，我们得到了93维的特征。在本文中，我们实现了三组数据实验，NC与AD、MCI-NC与MCI-C、MCI与NC对比，由于数据集样本比较小，我们采用十折交叉验证进行结果测试。为了进一步降低偶然性，采用运算100次，最终结果取100次结果中最差的一次。

本文算法的实现运行环境为：Windows 7，i5-4590处理器，主频3.30GHz，8G内存。

为了测试PCA和LDA融合算法的优越性，首先，本文将文献![](data:image/x-wmf;base64,183GmgAAAAAAAF8FEQLsCQAAAACzWQEACQAAA80AAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AHgBBIAAAAmBg8AGgD/////AAAQAAAA8P///7f////QBAAAlwEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AGOQSABeNNnZAkTl2WRNmGgQAAAAtAQAACAAAADIK9ABKBAEAAABdeQgAAAAyCvQAXgMCAAAAMTYIAAAAMgr0ANECAgAAAF1bCAAAADIK9ADoAQIAAAAxNQgAAAAyCvQAWwECAAAAXVsIAAAAMgr0AG8AAgAAADE0CAAAADIK9AArAAEAAABbNAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAIYBAgIiU3lzdGVtAABZE2YaAAAKADgAigEAAAAA/////wTmEgAEAAAALQEBAAQAAADwAQAAAwAAAAAA)的算法结果与PCA和LDA融合算法实现得到的分类结果各项评价指标进行对比，实验结果如表1所示。实验采用ACC、SEN、SPE三个评判标准，计算公式如下所示：

Accuracy(ACC) =（TP+TN）/(TP+TN+FP+FN)

Sensitivity(SEN) = TP/(TP+FN)

Specificity(SPE) = TN/(TN+FP)

其中TP表示真正类：正类预测成正类的个数，TN表示真负类：预测负类成负类的个数， FP表示假正类：负类预测成正类的个数，FN表示假负类：正类预测成负类的个数。

其次，横向的验证我们算法的有效性。因为我们提出的算法是PCA和LDA融合实现的算法，所以本文算法和单纯的PCA、LDA算法结果比较，实验结果如表2所示。

表1 不同文献算法结果对比

Tab.1 The classification performance with different literature algorithm

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 实验  方法 | AD vs NC | | | MCI-C vs MCI-NC | | | NC vs MCI | | |
| ACC(%) | SEN(%) | SPE(%) | ACC(%) | SEN(%) | SPE(%) | ACC(%) | SEN(%) | SPE(%) |
| 文献[22] | 86.2 | 86 | 86.3 | 55.3 | 52.7 | 53.2 | 72 | 78.5 | 59.6 |
| 文献[23] | 85.7 | 85.1 | 86.8 | 54.9 | 50.4 | 56.0 | 70.6 | 72.4 | 60.1 |
| 文献[24] | 88.68 | 84.51 | 92.5 | 52.22 | 44.19 | 58.21 | 73.12 | 78.28 | 63.65 |
| 本文 | 94.5 | 94.9 | 92.9 | 70.2 | 65.4 | 71.3 | 76.8 | 70.3 | 89.8 |

表2 PCA、LDA、PCA和LDA融合算法实验结果对比

Tab.2 The classification performance compare fusion algorithm with baseline algorithm

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 实验  方法 | AD vs NC | | | MCI-C vs MCI-NC | | | NC vs MCI | | |
| ACC(%) | SEN(%) | SPE(%) | ACC(%) | SEN(%) | SPE(%) | ACC(%) | SEN(%) | SPE(%) |
| PCA | 86.9 | 85.6 | 87.0 | 50.2 | 47.6 | 56.5 | 70.9 | 69.7 | 65.3 |
| LDA | 87.8 | 86.0 | 86.4 | 51.6 | 47.4 | 57.0 | 70.5 | 69.4 | 66.4 |
| PCA+LDA | 94.5 | 94.9 | 92.9 | 70.2 | 65.4 | 71.3 | 76.8 | 70.3 | 89.8 |

从表1可以，和其他单模态MRI图像算法比较，我们的算法在三组实验都获得比较好的结果，准确率分别为94.5%，70.2%，76.8%。在敏感度和特异性等重要评价指标上都比其他算法好，这验证了我们算法的有效性。从表2可以看出，融合的算法比单独的算法也体现出自己的优越性，这也可以从三组不同实验得出的准确性、敏感度、特异性对比中总结出来。

**5 总 结**

本文通过对阿尔茨海默病的MRI医学图像分析，提出了基于PCA和LDA融合的分类算法。实验部分通过三组实验：AD与NC、MCI与NC、MCI-C与MCI-NC，将我们提出的算法和单纯的PCA、LDA算法比较以及与现在比较好效果的算法结果进行比较。通过对比实验，结果显示PCA-LDA融合的算法有更成功的识别准确率和相对更好的鲁棒性，这对老年痴呆症的诊断具有重要的意义。将来研究改进的方向是怎样更加有效地融合PCA和LDA以及在分类算法上的改进。另外，如果数据条件允许，将会采用多模态数据进行疾病的预测识别。
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**Alzheimer's Disease Classification Algorithm Based on Fusion PCA and LDA**
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**Abstract:** In Alzheimer's Disease diagnostic method, analyzing brain image has become an important means to diagnosis accurately. In this papers, we only consider brain feature extracted from single modality brain images MRI, proposes a new identification algorithm based on principal component analysis (PCA) and Linear Discriminant analysis LDA for AD classification recognition algorithm.Firstly, it makes principal component analysis (PCA) in the original brain feature extracted from single modality brain images MRI;Secondly, it makes linear discriminant analysis (LDA) in low dimensional feature from PCA method so as to get the combinational feature vector;Finally,we adopt nearest neighbor algorithm incombinational feature vector toclassification and recognize unknown type brain features. Experimental results have shown that compared with the related algorithms,the proposed algorithm has higher classification Accuracy,Sensitivity and Specificity, so our algorithm is effective.

**Key words:** Disease diagnosis; Brain image analysis; Principal component analysis; Linear Discriminant Analysis; Nearest neighboralgorithm