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**基于PCA和LDA融合的阿尔茨海默病分类算法**

杨晨晖，余传健

（厦门大学信息科学与技术学院，福建 厦门 361005）

**摘要**：在阿尔茨海默病( Alzheimer's disease，AD)诊断方法中，通过对脑图像分析已成为准确诊断的一种重要手段。针对从单一脑图像模态MRI中提取的特征,提出了一种基于主成分分析（PCA）和线性鉴别分析（LDA）融合的AD分类识别算法。该方法首先对从磁共振图像(MRI)图像中获取的特征进行主成分分析，其次对低维的特征进行线性鉴别分析获取组合特征向量，最后采用最邻近算法，利用获取的组合特征向量对未知状态类型进行分类识别。实验表明，该算法与其他相关算法相比，具有较高的识别准确率、敏感性、特异性，这说明了算法的有效性。
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阿尔茨海默病( Alzheimer's disease，AD) 又称原发性老年痴呆症，是致死性神经退行性疾病之一，主要表现为认知和记忆能力降低。阿尔茨海默病由于发病时间较晚，而且不显示特异性指标，在发病早期很容易被忽视，而当被确诊时已经到了晚期，错过最佳的治疗时期。因此，对阿尔茨海默症的早期诊断研究是非常重要的。

近期，随着计算机学科的发展，阿尔茨海默病相关研究工作得到了巨大的发展，许多机器学习和模式分类方法广泛应用在AD/MCI医学图像分析。早期的阿尔茨海默病研究主要集中在从单一的医学图像模态，如磁共振图像(MRI)和氟脱氧葡萄糖-正电子发射断层扫描（FDG-PET），提取特征(基于感兴趣区域(ROI)或体素)进行疾病分类。2008年，He等首次利用MRI计算出AD患者的大脑皮层厚度，从而构建了他们的脑部结构网络。从脑连接科学的角度经过对该网络的定性、定量分析，发现它们与正常对照组相比，全脑的结构与功能、大脑的局部脑区、脑区与脑区之间的连接等均存在异常。同年，Querbes等利用计算出的大脑皮层厚度，以单个脑图像个体为单位建立大脑皮层厚度图谱，从图谱提取厚度特征进行分类。2014年，杨文璐等利用MRI分割出海马体，再利用独立成分分析提取海马体表面形态学特征实现阿尔茨海默症的分类。近年来，随着越来越多的示踪剂被发现，PET图像逐渐显示出在AD诊断预测方面的优势。Silveira计算FDG-PET的体素值，使用boosting算法得出了90.97%的AD诊断率和79.63% 的MCI诊断率。Shen将PET图像视为一个矩阵，使用PCA降维方法做特征选择，不考虑图像本身的医学信息，在2015年的大脑图像处理顶级会议IPMI上发表。

阿尔茨海默病的发展过程会经过三种状态：正常（Normal Control,NC)、轻度认知障碍（Mild Cognitive Impairment,MCI)、阿尔茨海默病( Alzheimer's disease，AD)。另外，轻度认知障碍在一段时间后可能转换成正常状态，也可能转换成阿尔茨海默病，所以MCI可以分为MCI-NC（转换成正常）、MCI-C（转换成阿尔茨海默病）。在本文的实验，我们采用四种状态：NC、AD、MCI-NC、MCI-C，后面两种状态统称为MCI。

**1 基于PCA的分类算法**

PCA (Principal Component Analysis)即主成分分析技术,旨在利用降维的思想，将原始高维空间样本投影至低维空间。在低维空间上上，样本的采样密度增大，利于分类，而且还有最少的信息损失量。具体分类算法步骤描述如下：

（1）计算所有训练样本的平均向量：



其中，M为训练样本集中样本的个数，为第i个训练样本，，d表示样本的维度。

（2）计算差值向量。每个训练样本与样本平均向量的差值向量为：



（3）训练样本的协方差矩阵可以表示为：



上式中A= []。

（4）计算训练集协方差矩阵C的特征值以及特征向量。采用能量维数法来选取最优特征向量，选择最大的前k个特征值对应的特征向量作为最优特征向量，使得：



其中为自定义最佳能量阈值，在实验中我们取。

（5）根据步骤（4）选取的k个特征向量组成子特征空间中的特征向量矩阵

（6）计算训练样本X的降维向量矩阵Q。特征向量矩阵U可以看作是训练特征在子特征空间的投影向量矩阵，每个训练样本在子特征空间的投影特征为：



为训练样本的降维向量矩阵，每列对应X中的一个训练样本，。

（7）将需要分类的样本特征减去训练样本平均特征向量，得到一个差值向量r；

（8）将差值向量r做线性变换，获得测试样本特征的最佳分类特征向量：



（9）采用最近邻分类算法分类：计算最佳分类特征和每个训练样本的最佳分类特征的欧几里德距离，标记最小的距离，则待识别特征样本属于类别j。

上述步骤（1）-（6）属于训练步骤，步骤（7）-（9）属于分类步骤。

**2 基于LDA的AD分类算法**

 LDA (Linear Determinant Analysis)即线性鉴别分析，其基本思想是将高维的模式样本投影到最佳鉴别矢量空间，以达到抽取分类信息和压缩特征空间维数的效果。LDA采用了样本的类标作为先验知识，将样本特征向量投影到某几个最佳的投影直线，使得投影后向量的类间离散度矩阵和类内离散度矩阵的比率最大化，从而可以提高识别率。总之，LDA可以找到一组特征子维度，在这些维度上的投影产生的特征有类内距离最小，类间距离最大。

（1）计算类间离散度。训练特征集X的类间离散度表示为：

 

其中，P(i)为第i个训练特征样本的先验概率，其中为所有特征样本向量的均值样本特征，表示为第 i 个训练样本特征。

（2）计算类内离散度。训练特征集的类内离散度表示为：

 

其中，M为训练样本个数，为第k个类别标记。k = 1,2,...,K，K为类别数。

（3）计算特征向量矩阵V。求解矩阵的特征值，选取前t个最大特征值对应的特征向

量，构成子特征空间的特征向量矩阵。

（4）计算训练样本X的降维向量P。特征向量矩阵V可以看作是训练样本在子特征空间的投影向量矩阵，每个训练样本在子特征空间的投影向量为：



为训练样本的降维向量矩阵，每列对应X中的一个训练样本，。

（5）将需要分类的样本特征减去训练样本平均特征向量，得到一个差值向量r；

（6）将差值向量r做线性变换，获得测试样本特征的最佳分类特征：



（7）采用最近邻分类算法分类：计算最佳分类特征和每个训练样本的最佳分类特征的欧几里德距离，标记最小的距离（i,j = 1,2,...,C），则待识别样本属于类别j。

上述步骤（1）-（4）属于训练步骤，步骤（5）-（7）属于分类步骤。

**3 PCA和LDA融合的AD分类算法**

考虑到PCA是无监督的学习方法，它仅仅只是把整体数据映射到最方便表示这组数据的坐标轴上，映射没有利用任何数据内部的分类信息。虽然用主要的特征代替其他相关的非主要的特征，数据特征在表示上更加方便，数据信息损失最少，但是在分类上也许会更加困难。LDA是有监督的降维学习方法，由于增加了数据本身的性质，所以数据有聚集的映射到某几个坐标轴上，再取这几个坐标轴上的投影作为新的特征，从而使得数据更容易分类。如图1所示二维实例，左边表示PCA降维，右边表示LDA降维。可以看出，PCA降维之后，数据依然密集，不容易区分；LDA降维之后，数据的区分度比较大，数据容易区分，准确度比较高。



（a）PCA (b) LDA

图 1 2D数据降维

Fig.1 Reduction in Two Dimension Data

综合上面主成分分析和线性判别分析方法的优点和缺点，本文分类算法主要利用PCA的无监督降维和LDA的有监督降维的优缺点互补。算法实现主要步骤描述如下：

1. 在最原始训练特征上利用PCA无监督的降维，计算特征向量矩阵，再得到特征子空间的降维向量矩阵。其中，M为训练样本个数，的维度为k。
2. 在矩阵上利用LDA进行有监督的降维，计算特征向量矩阵，再得到最佳分类特征空间的降维向量矩阵,的维度为t（t<=k）。
3. 将需要分类的样本特征减去训练样本平均特征向量，得到一个差值向量r；
4. 将差值向量r做线性变换，获得测试样本特征的最佳分类特征：



（5）采用最近邻分类算法分类：计算最佳分类特征和每个训练样本的最佳分类特征的欧几里德距离，标记最小的距离（i,j = 1,2,...,C），则待识别样本属于类别j。

上述步骤（1）-（2）属于训练步骤，步骤（3）-（5）属于分类步骤。

**4 结果分析**

 本文在实验中所采用的数据集，包含727张图片（其中94张AD、296张NC、309张MCI-NC、120张MCI-C图片），是可以从阿尔茨海默症神经影像（Alzheimer’s Disease Neuroimaging Initiative,ADNI）数据库（http://adni.loni.usc.edu/）中下载的MRI医学图像。每幅图像通过一系列的预处理，包括头洞校正、头骨剥离、ROI提取等，我们得到了93维的特征。在本文中，我们实现了三组数据实验，NC与AD、MCI-NC与MCI-C、MCI与NC对比，由于数据集样本比较小，我们采用十折交叉验证进行结果测试。为了进一步降低偶然性，采用运算100次，最终结果取100次结果中最差的一次。

本文算法的实现运行环境为：Windows 7，i5-4590处理器，主频3.30GHz，8G内存。

为了测试PCA和LDA融合算法的优越性，首先，本文将文献的算法结果与PCA和LDA融合算法实现得到的分类结果各项评价指标进行对比，实验结果如表1所示。实验采用ACC、SEN、SPE三个评判标准，计算公式如下所示：

Accuracy(ACC) =（TP+TN）/(TP+TN+FP+FN)

Sensitivity(SEN) = TP/(TP+FN)

 Specificity(SPE) = TN/(TN+FP)

其中TP表示真正类：正类预测成正类的个数，TN表示真负类：预测负类成负类的个数， FP表示假正类：负类预测成正类的个数，FN表示假负类：正类预测成负类的个数。

其次，横向的验证我们算法的有效性。因为我们提出的算法是PCA和LDA融合实现的算法，所以本文算法和单纯的PCA、LDA算法结果比较，实验结果如表2所示。

表1 不同文献算法结果对比

Tab.1 The classification performance with different literature algorithm

|  |  |  |  |
| --- | --- | --- | --- |
| 实验方法 | AD vs NC | MCI-C vs MCI-NC | NC vs MCI |
| ACC(%) | SEN(%) | SPE(%) | ACC(%) | SEN(%) | SPE(%) | ACC(%) | SEN(%) | SPE(%) |
| 文献[22] | 86.2 | 86 | 86.3 | 55.3 | 52.7 | 53.2 | 72 | 78.5 | 59.6 |
| 文献[23] | 85.7 | 85.1 | 86.8 | 54.9 | 50.4 | 56.0 | 70.6 | 72.4 | 60.1 |
| 文献[24] | 88.68 | 84.51 | 92.5 | 52.22 | 44.19 | 58.21 | 73.12 | 78.28 | 63.65 |
| 本文 | 94.5 | 94.9 | 92.9 | 70.2 | 65.4 | 71.3 | 76.8 | 70.3 | 89.8 |

表2 PCA、LDA、PCA和LDA融合算法实验结果对比

Tab.2 The classification performance compare fusion algorithm with baseline algorithm

|  |  |  |  |
| --- | --- | --- | --- |
| 实验方法 | AD vs NC | MCI-C vs MCI-NC | NC vs MCI |
| ACC(%) | SEN(%) | SPE(%) | ACC(%) | SEN(%) | SPE(%) | ACC(%) | SEN(%) | SPE(%) |
| PCA | 86.9 | 85.6 | 87.0 | 50.2 | 47.6 | 56.5 | 70.9 | 69.7 | 65.3 |
| LDA | 87.8 | 86.0 | 86.4 | 51.6 | 47.4 | 57.0 | 70.5 | 69.4 | 66.4 |
| PCA+LDA | 94.5 | 94.9 | 92.9 | 70.2 | 65.4 | 71.3 | 76.8 | 70.3 | 89.8 |

从表1可以，和其他单模态MRI图像算法比较，我们的算法在三组实验都获得比较好的结果，准确率分别为94.5%，70.2%，76.8%。在敏感度和特异性等重要评价指标上都比其他算法好，这验证了我们算法的有效性。从表2可以看出，融合的算法比单独的算法也体现出自己的优越性，这也可以从三组不同实验得出的准确性、敏感度、特异性对比中总结出来。

**5 总 结**

本文通过对阿尔茨海默病的MRI医学图像分析，提出了基于PCA和LDA融合的分类算法。实验部分通过三组实验：AD与NC、MCI与NC、MCI-C与MCI-NC，将我们提出的算法和单纯的PCA、LDA算法比较以及与现在比较好效果的算法结果进行比较。通过对比实验，结果显示PCA-LDA融合的算法有更成功的识别准确率和相对更好的鲁棒性，这对老年痴呆症的诊断具有重要的意义。将来研究改进的方向是怎样更加有效地融合PCA和LDA以及在分类算法上的改进。另外，如果数据条件允许，将会采用多模态数据进行疾病的预测识别。
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**Alzheimer's Disease Classification Algorithm Based on Fusion PCA and LDA**

 YANG Chenhui, YU Chuanjian

(School of Information Science and Engineering, Xiamen University,Xiamen 361005, China）

**Abstract:** In Alzheimer's Disease diagnostic method, analyzing brain image has become an important means to diagnosis accurately. In this papers, we only consider brain feature extracted from single modality brain images MRI, proposes a new identification algorithm based on principal component analysis (PCA) and Linear Discriminant analysis LDA for AD classification recognition algorithm.Firstly, it makes principal component analysis (PCA) in the original brain feature extracted from single modality brain images MRI;Secondly, it makes linear discriminant analysis (LDA) in low dimensional feature from PCA method so as to get the combinational feature vector;Finally,we adopt nearest neighbor algorithm incombinational feature vector toclassification and recognize unknown type brain features. Experimental results have shown that compared with the related algorithms,the proposed algorithm has higher classification Accuracy,Sensitivity and Specificity, so our algorithm is effective.

**Key words:** Disease diagnosis; Brain image analysis; Principal component analysis; Linear Discriminant Analysis; Nearest neighboralgorithm