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**摘要**：最小错误率训练是统计机器翻译的标准调参方法，在统计机器翻译建模过程中发挥着重要作用。然而，该方法在训练过程中容易出现训练过拟合现象，即开发集训练得到的权重无法很好地适用于翻译测试集。针对该问题，本文引入集成学习方法来优化调参。具体而言，在调参时本文挑选不同的特征子集来训练多组特征权重，并计算权重之间的空间距离以删除不合理的特征权重，最后根据各组子集在开发集上的BLEU值来进行加权平均，获得最终的特征权重。NIST和IWSLT实验结果表明，本文方法具有较好的效果。
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**Abstract:** Minimum error rate training (*MERT*) is a standard tuning parameter procedure in statistical machine translation, playing a significant role in the process. However, overfitting phenomenon is likely to occur in the original *MERT*, that is, the weights trained from development set cannot be fit for test set. In view of this issue, we adopt ensemble learning method to the training process in this paper. To be specific, we first select different feature subsets to acquire several groups of feature weights through *MERT*, and then filter out unreasonable weights according to their spatial distance, and at last we compute the weighted average as the final feature weight based on their *BLEU* scores on development set. Experiments on *NIST* and *IWSLT* show that our method is efficient for the translation tasks using the training and testing data sets of different domains.
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**1 引言**

 近年来，统计机器翻译[1,2]（*Statistical Machine Translation*）研究取得了巨大的进展，出现了许多翻译模型，并且有些模型已经被用于商业产品的实用化之中，方便了人们的日常生活。现有的统计机器翻译都是以对数线性模型[3]（*Log-linear Model*）为基本框架来进行建模的。随着该模型的引入，翻译模型的特征选择变得更加灵活。然而，如何计算每个特征的权重问题也随之产生。该问题成为了统计机器翻译研究的一个重要问题。

 针对上述问题，现有研究大多采用最小错误率训练[4]（*Minimum Error Rate Training*，*MERT*）算法来获取最优的特征权重。该方法的主要思想是以翻译错误率为目标，在整个特征空间中，先固定其他维的权重，通过线性搜索方法调整每一维的特征权重。然而，由于训练语料的领域不尽相同，在特定开发集上训练得到的最优权重，在测试集上不一定是最优的，也就是存在过拟合问题。

为了解决*MERT*训练过拟合问题，研究者们提出了许多切实可行的方法。Song等人[5]利用集成学习*Bagging*的方法构造出*N*个不同的开发集，并且分别训练*N*个子系统，解码时利用子系统的结果投票产生最终译文。Duh和Kirchhoff[6]将*MERT*作为一个弱学习器（*weak learner*），然后使用*Boosting*方法对*N-best*译文重排序来得到最优译文。Xiao等人[7]同样基于*Boosting*方法，根据翻译结果的好坏对开发集语料赋予不同的权重，翻译结果较差的句子将得到更高的权重，使得下一轮迭代过程中翻译系统对句子进行更为充分的训练，以得到更优的系统，最后集成多个子系统得到一个翻译能力强的集成系统。王志洋等人[8]使用*MERT*过程产生的各轮中间结果，也就是特征权重，对验证集进行解码，并根据结果对各轮参数权重进行投票，从而获得更稳定和准确的参数。最近，黄书剑等人[9]和Clark[10]等人均采用非线性模型来对统计机器翻译进行建模，以避免传统线性模型的缺陷。

 与现有方法不同，本文不是构建翻译子系统，而是直接将集成学习思想融入到最小错误率训练过程中来解决训练过拟合问题。具体而言，本文方法通过选取*N-best*译文对应的特征子集来训练该子集对应的权重，然后使用每组特征子集的*BLEU*值得分来对权重进行加权平均，最终得到一组能够有效避免训练过拟合问题的权重。

 本文的组织结构如下：第2节介绍最小错误率训练过程；第3节将对我们提出的基于集成学习思想的最小错误率训练算法进行详细描述；第4节，我们通过实验来考察所提出方法的效果，第5节将对本文进行总结并对未来工作进行展望。

**2 最小错误率训练**

现有的大部分统计机器翻译系统以对数线性模型建模，最小错误率训练算法则是它的标准调参方法。一般地，对于一个汉语句子，经翻译系统翻译，会得到一个候选译文的集合，最优候选译文可用如下式子表示：

  (1)

其中，代表对数线性模型的特征函数，代表特征函数权重。假设可以用函数来表示机器生成译文对于参考译文的错误个数，并且错误对于多个句子是可以累加的：。那么，最小错误率训练方法的目标就是通过调节特征权重，使得开发集的总体错误率最低。在具体的实现过程中，该方法通常以*BLEU*值的负值作为目标函数，采用固定其它维权重，而对一维权重进行调整的方法来获取最终权重。下面将分别对*BLEU*评价指标和调参过程进行简单介绍。

**2.1 *BLEU*评价指标**

 *BLEU*[11](bilingual evaluation understudy)是一种机器翻译译文自动评价指标。其核心思想是“机器翻译的结果与专业人工的翻译越接近，则它的质量就越高”。*BLEU*采用*n-gram*匹配度来衡量一个机器翻译结果与专业人工翻译的相似度。*n-gram*的准确度定义如下：

  (2)

其中，*c*为候选译文集合中的句子，表示一个*n-gram*片段在参考译文中出现的最大匹配次数，表示候选句子中*n-gram*的总数。

 为了防止较短译文的得分过高，得分还要乘以一个长度罚分比*BP*（*brevity penalty*），*BP*及最后得分定义如下：

  (3)

  (4)

公式3中，表示候选译文单词数，表示参考译文中单词数与最接近的句子的单词数。公式4中，表示各*n-gram*匹配准确度的权重，取值为，为*n-gram*的匹配准确度。*BLEU*评价指标已被证明与人工评测有较高的相关性。

**2.2最小错误率训练方法**

最小错误率训练方法的流程包含下列几个步骤：

1. 首先，初始化特征权重并进行解码，产生*N-best*特征文件；
2. 然后，通过最小错误率训练得到新的特征权重，并用这组特征权重进行解码得到新的*N-best*特征文件；
3. 将新生成的*N-best*译文特征和之前的*N-best*译文特征文件合并，再在扩展的*N-best*译文特征上重新调参；
4. 如此循环，直至没有新的*N-best*译文产生。

在进行参数训练时，*MERT*所进行的操作是先调节某一维的权重，而其它的特征权重将被看作常数。因此，对于指定的源语言句子，其候选译文的得分可以表示成：

  (5)

其中，是在解码过程获得的特征值，是当前要调节的特征权重。那么，将固定为常数时，候选译文*t*的得分就是关于待调整权重的线性函数，如图1中的曲线*a*。因此对于候选译文集中的每个候选译文，都对应存在同样的一个线性函数，如图1（假设中有，，三个候选译文）所示。

 由图1可知，随着的改变，最优译文选择只会在临界点和处发生变化，而在任意两个相邻的临界点之间，最优译文不发生变化。比如在区间上，译文的得分最高，为这段区间上的最优译文。那么针对一个源语言句子和对应解码得到的若干候选译文，利用公式5便可以计算出各个临界点。对于整个开发集而言，将所有源语言句子所对应的临界点合并后排序，那么在相应得到的相邻两个临界点之间，值的变化不会导致开发

**图 1 最优译文*e*关于特征权重变化曲线**

Figure 1 curves of optimal translation *e* fluctuating due to feature weight 

集中任何一个句子的最优译文选择发生变化。最后，计算每个区间内所有译文整体的*BLEU*值，就可以找到这一维变化上最优的权重。

 最小错误率训练是一个有效的调参方法，但是在训练过程中容易出现训练过拟合现象。针对这个问题，本文提出基于集成学习的最小错误率训练算法。下面章节将介绍本文所提出的方法。

**3 基于集成学习的最小错误率训练算法**

本章将首先介绍集成学习方法的基本思想，然后描述如何将集成学习融入到最小错误率训练方法中。

**3.1 集成学习**

 集成学习（*Ensemble Learning*）是一种通用的机器学习框架。它使用多个学习机来解决同一问题,由于该框架在统计上、计算上和表示上都具有显著的优势，因此它能够显著提高学习系统的泛化能力[12]。早在1997年，国际机器学习届的权威T. G. Dietterich就将集成学习列为了机器学习四大研究方向之首[13]。目前，集成学习已经广泛应用于Web信息过滤、生物特征识别、计算机辅助医疗诊断等众多领域，可以说能用到机器学习的地方，就能用到集成学习。

 集成学习使用多个学习机来解决同一问题，一般地，一个集成学习机的构建分为两步：基学习机的构建和基学习机的集成。构建基学习机的方法又大致可以分为两类：一类是将不同类型算法应用于同一

|  |
| --- |
| **Algorithm 1 *MERT* Based on Ensemble Learning** |
| **Input:** a training set {(,),,(,)} where is the *i*-th source sentence and  is the set of reference translations for , the complete set of features , the set of initialized *feature weights* **Output:** a new set of *feature weights* **Define:** *M* is the number of features, and *MERT* procedure iterates *T* times |
| 1: **for** each iteration **do:** 2: **for** **do:** 3: **extract** subset of features 4: **extract** subset of feature weights 5: **train** to update the feature weights set  and get its bleu score 6: **set** , where  is set to **0.**7: **end for**8: **calculate** the Euclidean distance between any two weight vectors.9: **filter** the weight vectors that have large distance to others.10: , where  contains the rest of weight vectors of small deviation after filtering step11: **normalize** the weight vector 12: **end for** |

图2 基于集成学习的最小错误率训练

Figure 2 *MERT* based on Ensemble Learning

训练集，得到的基学习机通常被称为是异质类型的（*heterogeneous*）；另一类是将同一算法应用于不同的训练集，这种方法得到的基学习机被称为是同质类型的（*homogeneous*）。对于生成同质类型的基学习机，以*Boosting*[14]和*Bagging*[15]方法影响最大。而合并集成系统的方法也有很多，例如简单投票、贝叶斯投票、基于D-S证据理论的整合方式等。

**3.2 基于集成学习的最小错误率训练**

 本文的集成方法属于同质集成学习方法。具体而言，本文首先采用对数线性模型的*M*个特征函数作为特征全集，通过每次减少一个特征的方法，构造出*M*个特征子集：,其中代表不包含第*i*个特征的一组特征子集。

 在特征子集构造完成之后，就是本文所提出的基于集成学习的最小错误率训练过程：将整个*MERT*方法看作一个函数，其输入是开发集（一个源语言文件和若干参考译文文件）以及特征配置文件（包含特征集合和初始化的特征权重），输出是这一轮训练中最优结果对应的*BLEU*值和特征权重。那么在每一轮迭代过程中，分别用*M*组特征子集进行最小错误率训练，便可以得到*M*组最优权重及其对应在开发集上的*BLEU*值。然后，用每组特征权重对应的*BLEU*值作为权重，对所有的特征权重进行加权集成（缺省的一维特征权重为0），以得到最终的特征权重。这组权重将作为初始值在下一轮迭代过程中继续执行上述参数调节过程。图2算法1描述了这一过程。首先，抽取出减少了一个特征的特征子集以及相应的初始权重（算法1第3-4行），然后用*MERT*方法训练这组特征子集对应的特征权重并将缺少的特征维度的权重设为0（算法1第5-6行），在得到M组新的权重向量之后，计算其两两之间的欧氏距离（算法1第8行），剔除与其它组向量差异较大的权重向量，而只对其中K组偏差较小的权重进行加权集成（算法1第9-10行，具体约束方法将在3.4节介绍），最后对权

图 3 迭代过程中训练得到的九组权重示例

Figure 3 nine example weight vectors generated by training

表 1 各组权重向量分别与其余所有权重向量间的欧氏距离

Table 1 Euclidean distance between each weight vector and each others

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  |  |  |  |  |  |  |  |  |  |
|  | 0 | 0.117 768 | 0.150 093 | 0.553 534 | 0.572 255 | 0.344 292 | 0.155 867 | 0.371 206 | 0.162 071 |
|  | 0.117 768 | 0 | 0.081 915 | 0.519 196 | 0.548 091 | 0.308 478 | 0.059 268 | 0.313 156 | 0.201 628 |
|  | 0.150 093 | 0.081 915 | 0 | 0.499 814 | 0.531 395 | 0.349 869 | 0.088 817 | 0.354 226 | 0.218 416 |
|  | 0.553 534 | 0.519 196 | 0.499 814 | 0 | 0.125 287 | 0.565 943 | 0.535 824 | 0.559 005 | 0.510 770 |
|  | 0.572 255 | 0.548 091 | 0.531 395 | 0.125 287 | 0 | 0.583 628 | 0.560 945 | 0.575 403 | 0.516093 |
|  | 0.344 292 | 0.308 478 | 0.349 869 | 0.565 943 | 0.583 628 | 0 | 0.300 604 | 0.121 830 | 0.337 047 |
|  | 0.155 867 | 0.059 268 | 0.088 817 | 0.535 824 | 0.560 945 | 0.300 604 | 0 | 0.295 906 | 0.227 981 |
|  | 0.371 206 | 0.313 156 | 0.354 226 | 0.556 005 | 0.575 403 | 0.121 830 | 0.295 906 | 0 | 0.350 657 |
|  | 0.162 071 | 0.201 628 | 0.218 416 | 0.510 770 | 0.516 093 | 0.337 047 | 0.227 981 | 0.350 657 | 0 |

此处第5组和第11组特征分别为语言模型特征和词惩罚特征，根据3.3节所述，不予以考虑，故此处不列出。计算所有距离的平均值即距离阈值σ为0.352，经过比较可知由第4、6组权重向量计算出的欧氏距离中，分别都有7个距离超过了阈值σ，按照约束规则(2)，该两组权重向量将不参与集成过程。

重向量进行归一化（算法1第11行），并将得到的特征权重用于下一轮迭代过程。

值得注意的是，在统计机器翻译的对数线性模型当中，通常包括两个很重要的特征：语言模型特征和词惩罚特征。语言模型特征对任何一个统计机器翻译系统都是必不可少的，它反映出译文的流利程度；词惩罚特征主要用于平衡语言模型的负面影响，因为语言模型会倾向于用长度短的译文，词惩罚能够有效调整译文的长度。这两个特征对系统翻译质量的好坏有着重要影响，缺少这两个特征的系统的翻译效果很差。为了使最后集成的系统得到最优效果，在集成的过程中，本文不对这两组特征权重进行加权，即强制要求所有的特征子集都要包含上述两个特征。

**3.3 启发式约束**

 在对特征权重集成的过程中存在一个问题：在同一轮迭代过程中产生的两组特征权重向量，虽然其对开发集的翻译效果相近（例如*BLEU*值几乎相等），但是特征权重在某一维（或某几维）上有较大的偏差，最后加权平均得到的特征权重会偏离最优权重较远。这一问题，在训练过程的开始几轮中更为明显，因此，不合适直接应用集成学习方法。

针对这一问题，本文采用如下两条约束规则：

1. 为了避免由于训练过程的开始几轮，特征权重偏离较大而产生的影响，本文在第轮迭代过程之后再应用基于集成学习的最小错误率方法。也就是，在前轮迭代过程中，使用初始的*M*个特征作为特征全集进行*MERT*训练，之后再运用本文所提出的方法（实验中，经验性地将设置为8）。
2. 为了集成得到更好的特征权重，本文通过计算特征权重之间的欧氏距离来筛选待集成的权重。在一轮迭代中，对于一组特征权重，计算它与其它各组权重之间的欧氏距离，若得到的这组距离中有半数以上超过设定的距离阈值，那么认为这组特征权重偏差较大，不适合参与集成。实验中，本文设置距离阈值为所有特征权重之间的欧式距离的平均值。

 关于这一筛选过程，举例如下，假设实验在某一轮迭代过程中得到了如图3所示的权重向量。可见，在第3个特征维度上，各特征权重值偏差较大，如果不对权重向量进行选择，那么全部集成后的权重会更加偏离最优权重。经过计算，可以得到如表1所示各权重向量间的欧式距离，并可以求得所有距离的平均值即距离阈值*σ*为0.352，按照第(2)条约束规则，本文不对其中的4、6组权重向量进行集成。

**4 实验**

**4.1 实验设置**

 本文通过*NIST*新闻领域评测和*IWSLT*口语领域评测中英机器翻译任务来考察本文方法的有效性，实验设置如下：

1) 训练语料：对于*NIST*任务，本文使用*LDC*[[2]](#footnote-3)双语平行语料。该语料库共含有1百万个平行句对；对于*IWSLT*任务，本文使用*BTEC*[[3]](#footnote-4)双语平行语料。该语料库共含有4万个句子。其中，对于中文句子，本文使用*ICTCLAS*[[4]](#footnote-5)进行分词；而对于英文句子，本文则使用由Koehn等人开发的欧洲语分词脚本进行分词处理[[5]](#footnote-6)。在做完预处理之后，本文利用开源的词语对齐工具*GIZA++*[[6]](#footnote-7)对分词后的语料进行词语对齐。在此过程中，本文所使用的对齐合并方式是“*grow-diag-final-and*”[16]。

2) 语言模型：对于*NIST*任务，本文使用同样来自*LDC*的*Giga*新华语料训练一个4元的语言模型；对于*IWSLT*任务，本文则使用*BTEC*的英文部分训练一个4元的语言模型。具体实现中，本文使用由Koehn等人开发的欧洲语分词脚本进行分词处理，使用的训练工具是*SRILM*[[7]](#footnote-8)。

3) 开发集和测试集：对于*NIST*任务，本文使用*NIST05*作为开发集，*NIST06和*

表2 *NIST*翻译任务中采用不同训练方法时系统的*BLEU*值（\*和\*\*分别表示*P*<0.05和*P*<0.01的

显著性差异）

Table 2. *BLEU* scores of translation system using different training methods in *NIST* translation task（\* and \*\*: significantly better than baseline at p<0.05 and p<0.01, respectively.）

|  |  |  |  |
| --- | --- | --- | --- |
| 解码器 | 训练方法 | *NIST06* | *NIST08* |
| 短语系统 | Baseline | 28.12 | 21.32 |
| Ensemble Learning without Heuristic Method | 28.20 | 20.90 |
| Ensemble Learning with Heuristic Method | 28.79\*\* | 22.30\*\* |
| 层次短语系统 | Baseline | 30.25 | 21.25 |
| Ensemble Learning without Heuristic Method | 30.54 | 21.63\* |
| Ensemble Learning with Heuristic Method | 30.60\* | 21.77\* |

表3 *IWSLT*翻译任务中采用不同训练方法时系统的*BLEU*值

Table 3. *BLEU* scores of translation system using different training methods in *IWSLT* translation task

|  |  |  |  |
| --- | --- | --- | --- |
| 解码器 | 训练方法 | *IWSLT05* | *IWSLT07* |
| 短语系统 | Baseline | 55.70 | 32.32 |
| Ensemble Learning without Heuristic Method | 55.12 | 32.45 |
| Ensemble Learning with Heuristic Method | 56.66\*\* | 33.51\*\* |
| 层次短语系统 | Baseline | 57.32 | 33.86 |
| Ensemble Learning without Heuristic Method | 57.45 | 34.57\*\* |
| Ensemble Learning with Heuristic Method | 57.92\*\* | 34.68\*\* |

*NIST08*作为测试集；对于*IWSLT*任务，本文使用*IWSLT04*作为开发集，*IWSLT05和IWSLT07*作为测试集。

4) 解码器：我们在短语系统*MOSES*[[8]](#footnote-9)*和*层次短语系统上验证本文方法的有效性，下一节将介绍所采用的解码器。

5) 评测指标：采用大小写不敏感的*BLEU*评测指标（计算方法已在2.1节介绍），使用的评测工具是*mteva-v11b.pl*[[9]](#footnote-10)。并对译文进行差异性检测[17]。

**4.2 *解码器***

 本文中主要使用短语解码器[18]和层次解码器[19]来验证本文方法的有效性。

本文使用的短语解码器是MOSES。*MOSES*是著名的开源统计机器翻译系统，采用对数线性模型。在实验中，该系统使用下列特征：(1) 双语短语的源语言-目标语言的规则翻译概率；(2) 双语短语的目标语言-源语言的规则翻译概率；(3) 双语短语的源语言-目标语言的规则词汇化权重；(4) 双语短语的目标语言-源语言的规则词汇化权重；(5) 短语惩罚分数；(6) 语言模型权重；(7)词惩罚分数；(8) 在***monotone***方向上的调序概率；(9) 在***swap***方向上的调序概率；(10) 在***discontinous***方向上的调序概率；(11) 扭曲距离。

本文作者重现了层次短语解码器[14]。该系统同样采用对数线性模型，包含下列特征：(1) 双语规则的源语言-目标语言的规则翻译概率；(2) 双语规则的目标语言-源语言的规则翻译概率；(3) 双语规则的源语言-目标语言的规则词汇化权重；(4) 双语规则的目标语言-源语言的规则词汇化权重；(5) 规则惩罚分数；(6) 语言模型权重；(7) 词惩罚分数；(8) 粘合规则惩罚分数。

**4.3 实验结果**

 本文进行了三组实验：第一组是使用最小错误率训练方法，也是本文的基线系统；第二组是应用了集成学习思想的系统，但没有进行阈值过滤；第三组是应用了集成学习思想并进行阈值过滤的系统。特别地，在第三组实验中，本文经验性地设置权重的距离过滤阈值为所有距离的平均值。

表2给出了*NIST*翻译任务的实验结果。使用传统最小错误率训练方法，*MOSES*在*NIST06*，*NIST08*的*BLEU*值分别为28.18, 21.32。对于未经过阈值过滤得到的集成权重，其在*NIST06*、*NIST08*语料上的*BLEU*值分别为28.20，20.90，并没有优于基线系统。在第三组实验中，本文对参与集成的特征权重根据空间距离进行了过滤，然后再进行集成。实验结果表明，使用该训练方法的系统在两个测试集合上*BLEU*值具有一定程度的提高。具体而言，采用新训练方法，*NIST06*上系统*BLEU*值为28.79，*NIST08*上系统*BLEU*值为22.30，相比基线系统，采用新训练方法的系统分别提高了**0.61**和**0.98**。同样，层次短语系统在采用本文方法之后，译文质量也获得了提高，相比基线系统，采用基于阈值过滤的集成学习训练方法的系统*BLEU*值分别提高了**0.35**和**0.52**。

表3给出了*IWSLT*翻译任务的实验结果。使用传统最小错误率训练方法，*MOSES*在*IWSLT05*，*IWSLT07*的*BLEU*值分别为55.70和32.32。与*NIST*翻译任务的实验结果相似，没有使用空间距离进行阈值过滤而集成得到的权重，并没有显著提高系统的翻译性能，甚至在*IWSLT06*还出现了显著的性能下降。而采用空间距离进行阈值过滤而集成得到的权重，系统性能均有显著提高。在两个测试集上，采用新训练方法的系统*BLEU*值分别为56.66和33.51，该结果相比基线系统分别提高了**0.96**和**1.19**。与前面实验结果相同，层次短语系统在采用本文方法之后，译文质量也获得了提高，相比基线系统，采用基于阈值过滤的集成学习训练方法的系统*BLEU*值分别提高了**0.6**和0.82。

上述结果证明了本文所提方法对于解决传统最小错误率训练的过拟合问题具有较好的效果。特别地，在*NIST*翻译任务中，新方法在*NIST08*上的实验效果相比其他集合的提高更为明显，因此，可认为本文方法对于领域不相同的文本翻译具有更好的效果。

**5 结论及展望**

本文将集成学习的思想直接融入到统计机器翻译的最小错误率训练过程中。在*NIST*和*IWSLT*上的实验结果表明，本文方法具有较好的效果。

 但是，本文对特征子集的选取非常简单，在接下来的工作中我们将进一步探讨特征子集的选取对集成系统翻译效果的影响，考虑更加复杂的选取策略以得到更优的集成系统。同时，集成学习过程需要训练多个子系统，训练时间及所需的存储空间也迅速增加，如何平衡训练的时空存储和翻译质量的问题也是需要进一步思考的问题。
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